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Outline

• Artificial intelligence in Industry 4.0

Predicting quality of steel for low temperature applications

• Fatigue simulations on HPC systems

PragTic software parallelization



Industry 4.0?

Industry 4.0 ?= 4th industrial revolution ?= Work 4.0

• Digitalization of manufacturing processes

• Simulations of processes

• Autoconfiguration and autodiagnosis of systems

Concept

• Cyber physical system

• Internet of things

• Internet of services

• Digital economy





Predicting quality of steel for low temperature applications

Eastern Siberia - Pacific Ocean oil pipeline.



Predicting quality of steel for low temperature applications

• Drop weight-tear test

• Developed in the early 1960s (Battelle

Memorial Institute).

• Tests characterisations of materials.

• Aimed at avoiding brittle fractures.



Predicting quality of steel for low temperature applications

How to evaluate the test?

• Expert analysis • Artificial intelligence analysis



Predicting quality of steel for low temperature applications

Workflow (learning)

• IO operations

• Point cloud from LIMESS scan

• Point cloud from high resolution depth maps - in development for RT

• 3D surface reconstruction

• Determination characteristic (human input)

• Learning

• Supervized learning: Ground truth learning from expert analysis - SVM

• Unsupervized learning: PAM, PAM++, start-fix (own algorithm), other Lloyd type

algorithms, EM (in development), spectral method (in development)

• Evaluation of results (partially done)

• Building model (SVM, TensorFlow) - in development



Predicting quality of steel for low temperature applications

• Vision and learning parallelization:

• MPI

• OpenMP

• MPI + OpenMP (in development)

• OpenCL and/or CUDA for computer vision in RT (in development)

• Libraries:

• Computer vision: VTK, OpenCV

• Learning libraries: PermonSVM (+PermonQP), PermonLloyd

• Support libraries: PETSc, Boost



PERMON software on GitHub

GitHub Downloads (PermonQP & PermonSVM)

• http://github.com/it4innovations/permon

• http://github.com/it4innovations/permonsvm



PERMON software on PETSc webpage



Fatigue simulations on HPC systems

PragTic software parallelization



Fatigue simulations on HPC systems

• Mechanical fatigue is caused by repeated service loading

• It leads to the reduction of its load-carrying capacity and then to the fatigue

failure

• Experimental verification is very expensive and time consuming



Fatigue simulations on HPC systems

The Fatigue Damage Software (PragTic)

• Developed at CTU in Prague by Jan Papuga et al.

• Predicts mechanical fatigue failure by generating large - scale computational

simulations

• Major feature is the multiaxial fatigue analysis

• Sequence implementation



Fatigue simulations on HPC systems

From desktops to HPC

• Compile 20 year old source code on HPC system

• Task: optimization & parallelization



Fatigue simulations on HPC systems

Code optimization

• I/O elimination

it caused that data stays just in the memory

• replacing the old temporary buffers class data vector with standard C++

std::vector class

• required changes to hundreds of lines throughout the whole PragTic source code

• maximum observed speedup: 60



Fatigue simulations on HPC systems

Parallelization

• parallelization using MPI technology

• in the preprocessing the master process distributes a particularsubset of nodes to

every process

• post-processing merges partial results into one result file

• maximum observed speedup: 36

Maximum observed optimization & parallelization speedup: 150.



Fatigue simulations on HPC systems



Fatigue simulations on HPC systems

EV-55 gear landing



Fatigue simulations on HPC systems

Run times for the EV-55 airplane landing gear example (239,628 nodes). Simulated

mechanical loading: taxiing on the runway (1 + 0.05 ∗ sin(t)). Method: Bergmann.

Maximum overall speedup: 150.



Fatigue simulations on HPC systems

Run times for the EV-55 airplane landing gear example (239,628 nodes). Simulated

mechanical loading: taxiing on the runway (1 + 0.05*sin(t)). Method: Wang &

Brown.

Maximum speedup: 36.



Thank you for your patience and attention



Visit us on permon.it4i.cz.


