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ECMWF’s Forecasting Systems

Established in 1975, Intergovernmental Organisation
« 23 Member States | 12 Cooperating States

« 350+ staff
24/7 operational service . ding, GB
» Operational NWP — 4x HRES+ENS forecasts / day Q
» Supporting NWS (coupled models) and businesses Mgl Q

Bonn . S ‘Bonn, DE
Research institution o ‘
« Experiments to continuously improve our models | Q it
» Reforecasts and Climate Reanalysis '

Bologna .

Operate 2 EU Copernicus Services Gpem'CUS ) | e
« Climate Change Service (C3S) y Bologna, IT
« Atmosphere Monitoring Service (CAMS) "'

Destination Earth
» Operates two Digital Twins
» Operates the Digital Twin Engine (DTE)
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The ECMWF operational workflow

Q
N
N
S
¢

Global <

Observations \{.&
> ~350 world

120TiB/day . destinations
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The ECMWF operational workflow
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30TiB 0% Read
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Time critical path = 1 hour window
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The ECMWF operational workflow

_ IFS Model (No 1/O) IFS Model + I/O IFS Model + I1/O + PGen

Nodes 2440 2776 2926
Run time [s] 5765 6749 7260
Relative - +17% + 26%

“Coupling” via the file system!

9 km 50-member ensemble
Broadwell nodes 2x18 cores
Cray XC40 Aries interconnect
Lustre FS IOR 90 GiB/s
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The ECMWF operational workflow
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Semantic Data Access

Data is indexed by its scientific metadata, according to a hierarchical schema
Non-semantic key

The key used to index data carries scientific meaning 8s09snod '
= Not justa UUID
= Not just storing metadata with data

» The metadata is used to index and uniquely identify the data Semantic key

date: 20210112
= ECMWEF archive from 1975-2022 (>400PiB) is all addressed with the same data t':ne: ; 200
step:
language parameter: T
level: O

Data is implicitly discoverable and findable (FAIR) when you know the domain

schema
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Semantic Data Access

= The most basic semantic data access can be done with files...

[../120210112/1200/24/0/T/...

= ... but a more scalable implementation decouples the scientific identification from the storage resource

POSIX paths/files

date: 20210112 /
time: 1200 ‘ —
step: 24 .
parameter: T \
level: O

Buckets/objects
Memory locations

Tapes/offsets

FDB/MARS API

= ... and the applications don’t need to care how the objects are stored.
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The ECMWF operational workflow
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The ECMWF operational workflow
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FDB (version 5 I N -

P 7 MARS
’ Metadata
P +

|

|

|

|
= Domain specific (NWP) Distributed object store o b L ’ ' H
—

CEPH POSIX
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Q
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= Transactional, no synchronisation

® Semantic access to data

= Key-value store
m Keys are scientific meta-data (MARS Metadata)
®  Values are byte streams (GRIB)

® Support for multiple backends:
= POSIX file-system (currently on Lustre)

= |ntel DAOS (under development)
= CEPH (Cloud suited object store)



Exploring improved data processing nodes <|nte|5
(nje[x|t/gje[n]ijo} =

= Read all @ www.nextgenio.eu (finished 2019)
= Development of an HPC node by with Intel Optane DCPMM
= 34 x 3 TiB NVRAM DIMMs

= Prototype system

= 34 compute nodes
= Hosted @ EPCC, Edinburgh
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http://www.nextgenio.eu/

Distributed FDB on NVRAM

72 GiBl/s

Data read rate (GiB / s)

100

60 A

40 1

20 A

60 GiB/s

Read
Number of server nodes
—_—— )
—— 4
—e— 8
—e— 16
—e— 24
o -;-
8 16 32 64 128

Number of reader processes

| Model +1/0 Model + 1/O + PGen

1793
1610

1928

Runtimes no longer affected by the Product Generation!

Write
100
Number of server nodes
—— 2
—— 4
80 - ——— 8
- —— 16
5 60 -
1/0 2
stack ¢
= 401
g
20 /
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8 16 32 64
Number of writer processes
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Full model _ o
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13 Addressing data storage constraints in numerical weather prediction

13/10/2022

=210-SEA



Enter I0-SEA

= Hierarchical Object Storage

= From NVMe to tapes

= A contender for meteorological data storage

= Ephemeral services and data nodes
® |n-situ data processing (PGen)

®  Ability to perform 10 read-write using hot storage

= Semantic Data Access and Storage Interface (DASI)

= A“domain-agnostic FDB”
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DASI

= A scientist-friendly object store, abstracting use-cases with complex 10 systems

Use-Cases (WP1) 10 Middlewares
TSMP, ECMWEF, LQCD, CEITEC, RAMSES, ... SIONlib, MPI-I0, HDF5

I (I

Ephemeral Staging
' (WP2)

__________________________

lvia YAML definition
v v .| Recommendation
DASI API | System (WP3)
! DASI Core :

POSIX/NFS <—> Index Abstraction Data Store Abstraction
_________ 752 *

T —" ________________ | | v *orimplicit via metadata

I I

o 1 | IOSEA HSM API
,: Motr-Cortx KVS Motr-Cortx OS : (WP4)
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DASI

= Bringing lessons learned from ECMWEF developments
®m 40 years of MARS language

m  Experience in building data storage abstractions

= ... but domain-agnostic, not tied to meteorological data

®  Allows uptake by other scientific domains

Allows collaboration on building data storage backends

= Will bring IOSEA HSM storage to use-cases in IOSEA, and beyond...
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ECMWF workflow in IOSEA

Campaign

125-145 steps
30 TiB total

Read 70%

10 TiB total Simultaneous
5-8 checkpoints|  =elii:

Product
Generation

Y
1-hour window
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Current System

\/ .
N— I,
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Domain-specific Read 70%

OR Object Store ——> Product

(FDB) Generation

/ POSIX
Filesystem

1/10
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Future System

\ — —
Read 70%

OR DASI (WP5) —>

/ POSIX
Filesystem

Product
Generation

1/10
Simulator
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Future System

\ — —
Read 70%

OR DASI (WP5) —>

/ |0-SEA
HSM (WP4)

Product
Generation

1/10
Simulator
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Future System

\ In-situ processing (WP2+WP5)
— NN
N— B

Read 70%

OR DASI (WP5) —>

/ HSM (WP4)

Product
Generation

1/10
Simulator
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R
Highlights

= ECMWEF runs time-critical weather forecasts with 10 read-write bottlenecks

= We need to explore new hardware/software solutions for |O as our forecast resolution
increases

= 40+ years of experience with semantic access to data and abstraction of data storage

= Allows us to switch |O solution easily
= We will bring this experience to IOSEA with DASI

® Collaborate with scientific domains and 10 solution providers

22 Addressing data storage constraints in numerical weather prediction 13/10/2022 = Io-s EA



