


Three ingredients to success

(‘.@‘ .- | T oj
. [-Oo-a
& g )

; @ DATACENTER — GATEWAY —) EDGE -

v

" F- theana “ [ 3o
_ Chainer
m)\].‘,__.._ Spo$

Tensor

# B INTEL" PARALLEL STUDIO XE

https://software.intel.com/en-us/parallel-studio-xe

Optimised
Frameworks

Intel S/W
& tools

I::l L.I t I"| ‘U‘ r’ @ — https://www.intelnervana.com/

Optimization Notice
Copyright © 2017, Intel Corporation. All rights reserved.

*Other names and brands may be claimed as the property of others.



smaneanecnoce: OPEED UP DEVELOPMENT

using open Al software
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T An open source version is available at: 01.org/openvinotoolkit *Other names and brands may be claimed as the property of others.
Developer personas show above represent the primary user base for each row, but are not mutually-exclusive
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https://software.intel.com/en-us/articles/optimization-notice
https://www.intel.ai/framework-optimizations/
http://www.scikit-learn.org/
http://pandas.pydata.org/
http://www.numpy.org/
https://cran.r-project.org/web/views/MachineLearning.html
https://cran.r-project.org/web/packages/randomForest/
https://cran.r-project.org/package=e1071
https://spark.apache.org/mllib/
https://mahout.apache.org/
http://www.intel.ai/technology

DEPLOY Al ANYWHERE INTEL" Al HARDWARE

(] DEVICE  “ems™ INTELLIGENTEDGE <= MULTI-CLOUD
OPTIMIZED FRAMEWORKS & SOFTWARE —

CPU GPU FPGA
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WORKLOAD BREADTH Al SPECIALIZATION
Multi-Purpose Data-Parallel Media, Multi-Function & Real-time Deep Learning Deep Learning glfﬁ:?egr‘ezics;oarl
Foundation for Al Graphics, HPC & Al Deep Learning Inference Inference Training the Edge

All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.
1Unified software stack development in progress DL=Deep Learning
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http://www.intel.ai/technology

\U GENERATION INTEL" XEON" SCALABLE PROCESSOR <2

XEON'

PLATINUM

Drop-in compatible CPU on Intel® Xeon® Scalable platform

($) TCORBUBLTY  ~og(D) PERFORMANCE SECURITY

Begin your Al journey efficiently, Built-in Acceleration with Hardware-Enhanced
now with even more agility... Intel® Deep Learning Boost... Security...
deep

. v Intel® Security Essentials
learning

_ v Intel® SecL: Intel® Security
infernce Libraries for Data Center

throughput! v TDT - Intel® Threat Detection
Throughput (img/s) Technology

v IMT - Intel® Infrastructure
Management Technologies

v' ADQ - Application Device Queues
v SST - Intel® Speed Select Technology

1 Based on Intel internal testing: 1X,5.7x,14x and 30x 8ewf0\mance improvement based on Intel® Optimization for Café ResNet-50 inference Ih\oughPuI performance on Intel® Xeon® Scalable Processor. See Configuration Details 3
Serf‘orman?e \Ceistuh‘s are based on testing as of 7/11/2017(1x) ,11/8/2018 (5.7x), 2/20/2019 (14x) and 2/26/2019 (30x) and may not reflect all publically available security updates. No product can be absolutely secure. See configuration
isclosure for details. ,
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3
instruction sets and other optimizations. Intel doés not guarantee the availabilify, functionality, or effectiveness of any optimization on microprocessors not manufactured bY Intel. Microprocessor-dependent optimizations in this product are
intended for use with Intel microprocessors. Certain opfimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information
regarding the specific instruction sets covered by this notice. Software and workloads used in performance tests may have been optimized for performance ONY on Intel microprocessors. Performance tests, such as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests
(0] 0 eyallla qyvo gntempiated p nace al gin e nee gt inat prog wne 0 g with giher prog ar more complate \niprmatio nip-Jwaww inte om/pergrmance
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http://www.intel.com/performance

INTEL" FPGA FOR Al

ARRIA" 10 | STRATIX" Falcon Mesa REAI.'TIME
inside” inside” . inside” . WORKI.UADS

FIRST TO MARKET TO ACCELERATE

EVOLVING Al WORKLOADS

= PRECISION o.. - RN
. LATENCY g,—_‘> DELIVERING Al+ FOR FLEXIBLE . LSTH T
= SPARSITY d SYSTEM LEVEL FUNCTIONALITY = SPEECHWL ? }

= ADVERSARIAL NETWORKS

= REINFORCEMENT LEARNING : ﬁ:: I,{ET%%NG E;j
= NEUROMORPHIC COMPUTING = Al+SECURITY
= Al+PRE/POST PROCESSING

Enabling real-time Al in a wide range of embedded, edge and cloud apps
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PERFORMANCE -‘IT'S ALL ABOUT PARALLELISM
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Levels of Parallelism
Node

Socket

Core / Thread-Level
(Hyperthreading)

GPU-CPU

Instruction (by CPU internals)
Data (Vectorisation)

| g ol
h 1
{(Thread 2 1y
-
TR ] ' 0 - 5
i B ook b i
4 - Lo - 4=
e e U . >
A |l ¢ AV 256
c | s | mu
ALY ol | Y6 AL | we o ved ] o |
L ALD (| et | Fadd | AL || | Fsh | ALL "
128 128 18
I FPUA X A

—

Optimization Notice

Copyright © 2017, Intel Corporation. All rights reserve
*Other names and brands may be claimed as the property of others.




Levels of Parallelism

* Node

Socket

Core / Thread-Level
(Hyperthreading)

GPU-CPU

Instruction (by CPU internals)
Data (Vectorisation)
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Levels of Parallelism
Node

e Socket

Core / Thread-Level
(Hyperthreading)

GPU-CPU

Instruction (by CPU internals)
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Levels of Parallelism
Node

Socket

e Core/ Thread-Level
(Hyperthreading)

GPU-CPU

Instruction (by CPU internals)
Data (Vectorisation)




Levels of Parallelism

Node

Socket

Core 1 Core 2 » Core/Thread-Level
(Hyperthreading)

GPU-CPU

Core 3 Core 4 Instruction (by CPU internals)
Data (Vectorisation)




Levels of Parallelism
Node

Socket

Core / Thread-Level
(Hyperthreading)

e GPU-CPU

Instruction (by CPU internals)
Data (Vectorisation)




Levels of Parallelism
Node

Socket

Core / Thread-Level

[ | | o ]| e (Hyperthreading)

ALU vec || ALU vee || AW

O\ pot0 [/ \ pot1 / \ pots /

Fmul 64 vec
o | == ;}12:31 64 | Fadd .:;g | s Fsh .:.;g GPU-CPU
I 1 I 1 ] L ] 1 ] 1 ] 1 I 1 | | ] 1 a .
2x UAGU, 2x CALUB4, 1x SALUG4, 3x FPU a 3x vector ALU128 nebo 3x AVX256 g ° Instruction (by CPU

internals)
Data (Vectorisation)
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3 | evels of Parallelism
[« [ 5 [ % [ = | Node
B S — Socket
JSETETIN BT BT BT Core / Thread-Level
(Hyperthreading)
GPU-CPU

SSE2 128 bit Instruction (by CPU internals)
AVX 256 bit . .
AVX512 512 bit  Data (Vectorisation)




What is vectorization ?

What you write

i <= MAX; i++)

a[i] + b[i];

What the compiler might generate

MAX; i+8)

1:8] + b[1:8];

ali+0 ali+1 ali+2 ali+3 ali+4 ali+5 ali+6 ali+7
] ] ] ] ] ] ] ]
+ + + + + + + +

b[i+0 b[i+1 b[i+2 b[i+3 b[i+4 b[i+5 b[i+6 b[i+7
] ] ] ] ] ] ] ]

c[i+0 c[i+1 c[i+2 c[i+3 cli+4 c[i+5 c[i+6 c[i+7
] ] ] ] ] ] ] ]

o .' © 2019 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. *Other names and

brands may be claimed as the property of others.
For more complete information about compiler optimizations, see our Optimization Notice.
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INTEL® DEEP LEARNING BOOST (DL BOOST) (@teD

XEON
FEATURING VECTOR NEURAL NETWORK INSTRUCTIONS (VNNI) PLATINUM

inside”

Sign < Mantissa

v EEEEEED

Current AVX-512 instructions to perform INT8 convolutions: vomaddubsw, vomaddwd, vpaddd

INPUT

QUTPUT
INT16

vpmaddubsw

OUTPUT

vpmaddwd
INT32

vpaddd

CONSTANT
INT16

CONSTANT

INT32

OUTPUT
INT32

CONSTANT
INT32

@D Al |




Levels of Parallelism

Node

Socket

Core / Thread-Level

(Hyperthreading)

GPU-CPU

Instruction (by CPU internals)
'Data (Vectorisation)

o

Intel Software
Development Tools

help you make best LK R

use of the different HEHERH R —
. . e 1} e 5 s s 1 s 5 7 o g
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Core(s)

Threads

SIMD Width

®

Intel° Xeon® Intel® Xeon®

processor processor
64-bit 5100
series
1 2
2 2
128 128

Intel® Xeon®
processor

5500
series

128

Intel® Xeon®
processor

5600
series

12

128

Intel® Xeon®

processor
code-named

Sandy Bridge Ivy Bridge

EP

16

256

Intel® Xeon®

processor
code-named

EP
12

24

256

Intel® Xeon® processor
code-named

Skylake
EP

28
56

512

Intel®° Xeon® processor
code-named

Cascade Lake
Platinum 9200

56
112

512

" ©2019 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. *Other names and
brands may be claimed as the property of others.
For more complete information about compiler optimizations, see our Optimization Notice.
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YETANOTHERVIEW.....

PERFORMANGE - “IT'S ALL ABOUT MEMORY’
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What does a 2 sockets system looks like ?

Motherboard

Processor O Processor 1

QPI/UPI .

" ©2019 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. *Other names and 2
brands may be claimed as the property of others. intel Softw:ﬂ‘-e
For more complete information about compiler optimizations, see our Optimization Notice.
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Memory Hierarchy

Intel Xeon Scalable Processor Intel Xeon Scalable Processor
Package 0 Package 1
<15 TiB/pke <15 TiB/pke
~ 200 cycles ~ 200 cycles
~ 80 GBfsipkg ~ 80 GB/s/pkg
DRAM DRAM
(main memory) (main memory)
~47GB/s

UPI < 1024 KiB/core
~12 cycles
S ~29 Blcycle .
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CPU
Registers ~0.1ns

- Volatile Memory
- Load/Store Instructions
- Cache Line Granularity

CPU Caches
(L1, L2,L3, L4) 1-10ns

- Non-Volatile Storage
- Load/Store Instructions
- Cache Line Granularity -

.............. / NAND SSD

- Non-Volatile Storage
- 1/0 Commands
- Bock Granularity

Hard Disk Drives (HDD)

Tape

Capacity

1 Latency estimates for different storage and memory devices
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Intel® Optane™ DC Persistent Memory

* non-volatile, high-capacity memory
 near DRAM latency,
o affordable

physically and electrically compatible with
DDR4 interfaces and slots

Optimization Notice

Copyright © 2017, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.



Intel® Optane™ DC Persistent Memory
MEMORY MODE APP DIRECT MODE

AFFORDABLEMEMORY CAPACITY TILEANDPERSISTANT

A : . R L H*f\:[Mrl[lll
FORMANY APPLICATIONS E
FORMANY APPL AN MAX CAPACITY

APPLICATION
APPLICATION

VOLATILE MEMORY POOL

DRAMASCACHE

|| OPTANE

| | PERSISTENT
|
|

MEMORY

Legacy Workloads Optimized Workloads
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Performance : A summary

Drawing the Roofline
Defining the speed of light

2 sockets Intel® Xeon® Processor E5-2697 v2

Platform PEAK Peak Flap = 1036 Gflop/s
Platform BW = Al Peak BW = 119 GBjs

Gflop/s= min {

e Product of CPU Parallelism AND Memory

e See Advisor Roofline Model which combines

* Peak Flops
e Peak Bandwidth

https://software.intel.com/en-us/advisor

8.7
Al [Flop/B]

» See Performance Optimisation and Productivity Project which combines
* Global Efficiency,
* Parallel Efficiency,

e Computational Efficiency

https://software.intel.com/en-us/download/parallel-universe-magazine-issue-37-july-2019

2 __.-"". © 2019 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. *Other names and

brands may be claimed as the property of others. intel‘ Software
For more complete information about compiler optimizations, see our Optimization Notice.


https://software.intel.com/en-us/articles/optimization-notice#opt-en
https://www.google.co.uk/imgres?imgurl=https%3A%2F%2Fwww.nag.co.uk%2Fimages%2Fpop-logo1.png&imgrefurl=https%3A%2F%2Fwww.nag.co.uk%2Fcontent%2Fpop-eu-project&docid=Nceu2M_PJQpw2M&tbnid=Gqng2BEmkKV68M%3A&vet=10ahUKEwjz0tqIveHlAhUHZVAKHZQtBDgQMwhIKAcwBw..i&w=680&h=410&bih=514&biw=1024&q=Performance%20Optimisation%20and%20Productivity%20(POP)%20project%20ostrava&ved=0ahUKEwjz0tqIveHlAhUHZVAKHZQtBDgQMwhIKAcwBw&iact=mrc&uact=8

Some factors in deciding
‘What plaform/architecture should | use?’

Cost

Performance
Accuracy

Power

Ease of Programming
Portability



Summary

Iml: Intel CPU offers multiple levels of parallelism

7= To get best performance you need to use these
=l levels in your applications

= Intel Libraries and Optimised Frameworks

—

provide these ‘automatically’
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